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Abstract 

We present a diagonal quasi-Newton update for solving large scale systems of nonlinear 

equations via fixed point two-step approach. In this approach, instead of using updating matrix 

in every iteration to construct the interpolation curves, we proposed to use identity matrix 

throughout. The anticipation has been to reduce the computational cost, floating point 

operations and CPU time respectively. The effectiveness of our proposed scheme is appraised 

through numerical comparison with some well known Newton’s like methods. 

1. Introduction 

Let us consider the systems of nonlinear equations 

  ,0xF  (1) 

where nn RRF :  is a nonlinear mapping. Often, the mapping, F is 

assumed to satisfying the following assumptions: 

A1. There exists an nRx   s.t   ;0xF  

A2. F is a continuously differentiable mapping in a neighborhood of ;x  

A3.   xF  is invertible. 
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The prominent method for finding the solution to (1), is the Newton’s 

method which generates a sequence of iterates  kx  from a given initial guess 

0x  via 

    ,1
1 kkkk xFxFxx


   (2) 

where .,2,1,0 k  Nevertheless, Newton’s method requires the computation 

of the matrix entails the first-order derivatives of the systems. In practice, 

computations of some functions derivatives are quite costly and sometime 

they are not available or could not be done precisely. In this case Newton’s 

method cannot be applied directly [2]. 

Moreover, some significant efforts have been made in order to eliminate 

the well known shortcomings of Newton’s method for solving systems of 

nonlinear equations, particularly large-scale systems. For example Chord’s 

Newton’s method, inexact Newton’s method, quasi-Newton’s method, etc. (see 

for e.g. [1], [3], [6], [13], [15]). On the other hand, most of these variants of 

Newton’s method still have some shortcomings as Newton’s counterpart. For 

example Broyden’s method and Chord’s Newton’s method need to store an 

nn   matrix and their floating points operations are  .2nO  

To do away with these disadvantages, a single step diagonally Newton’s 

method has been suggested by Leong et al. [12] and showed that their 

approach is significantly cheaper than Newton’s method and some of its 

variants. To incorporate the higher order accuracy in approximating the 

Jacobian matrix, Waziri et al. [16] proposed a two step approach to develop 

the diagonal updating scheme 1kD  that will satisfy the weak secant 

equation 

,1 k
T
kkk

T
kD    (3) 

where 1 kkkk ss  and .1 kkkk yy  For this purpose, equation 

(3) is obtained by means of constructing the interpolation quadratic curves 

 x  and  ,y  where  x   interpolates the iterates kk xx 1  and ,1kx  and 

 y  interpolates the functions kk FF ,1  and .1kF  

A diagonal updating matrix 1kD  that satisfying (3) is obtained via the 

following relation 

 

 
,

21 k

k

kk
T
kk

T
k

kk H
HTr

D
DD


  (4) 
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where                    


n

i k
i
k

n
kkkk HTrH

1

2422221
,,,,diag   and Tr 

is the trace operation. By letting 02 ,0   and 1  can be by computed as 

follows: 

121   

   
kD

xx 12   

kDkk xx  1  

kDks  

  ,2

1

kk
T
k sDs  (5) 

and 

020   

   
kD

xx 02   

kDkk xx 11    

kDkk ss 1  

    .2

1

11   kkk
T

kk ssDss  (6) 

Waziri et al. [16] incorporated the attribute of the multi-step approach to 

improve over single step method. Nevertheless, they use diagonal updating 

matrix kD  to represent the weighted matrix that is use to parameterize the 

interpolating polynomials in every iteration. The numerical performance of 

the multi-step approach is highly promising. Based on this fact, it is pleasing 

to present an approach which will improve further the Jacobian approximation, 

as well as reducing the computational cost and floating points operations of 

constructing the interpolating curves. This is made possible by setting identity 

matrix nI  as the weighted matrix to be used in computing the metric in 

every iteration. This is what lead to the idea of this paper which is organized 

as follows: In the next section, we present the details of the proposed method. 
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Some numerical results are reported in Section 3. Finally, conclusions are 

made in Section 4. 

2. Derivation Process 

This section presents a new diagonal quasi-Newton like method for 

solving large-scale systems of nonlinear equations. Our main concerns is to 

employ a new strategy of obtaining the weighted matrix than the one 

proposed by Waziri et al. [16]. The anticipation has been to reduce the 

computational cost, matrix storage requirement and floating points 

operations of constructing the interpolation curves, as well as reducing 

overall CPU time in general. In parameterizing the interpolation 

polynomials, Waziri et al. [16] choice to use the updating matrix kD  as the 

weighted matrix. In this paper, we proposed to use a less storage, low 

computation and weighed matrix free approach in contracting the 

interpolation curves. This is made possible by choosing the weighted matrix 

to be an identity matrix in every iteration so that kk  ,  and  can be 

obtaining more cheaply than Waziri et al. [16] and still maintaining a higher 

order approximation of the Jacobian matrix in diagonal form. To this end, we 

define the weighting matrix in our own approach as .nI  (In Waziri et al. [16] 

the weighting matrix is set as .kD  Hence, (5) and (6) can be transformed to 

  ,2

1

1 kn
T
k sIs  (7) 

and 

    .2

1

110   kkn
T

kk ssIss  (8) 

Based on the properties of identity matrix, it follows from (7) and (8) that 

  ,2

1

1 k
T
k ss  (9) 

    ,2

1

110   kk
T

kk ssss  (10) 

,
21 1

2




 kkk ss  (11) 
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,
21 1

2




 kkk yy  (12) 

where  denoted by 

,
01

02




  (13) 

and 02 v  respectively. One can see that, it is very cheaply to obtain 

equations (9)-(13) than to use the approach proposed by Waziri et al. [16]. To 

this end, the updating formula for D is given as follows : 

 

 
,

21 k

k

kk
T
kk

T
k

kk G
GTr

D
DD


  (14) 

where                    


n

i k
i
k

n
kkkk GTrG

1

2422221
,,,,diag   and Tr is 

the trace operation. 

To safeguard on the possibly of generating undefined ,1kD  the proposed 

updating scheme for 1kD  is used whenever : 

 

 

















.otherwise;

,10; 4

21

k

kk

k

kk
T
kk

T
k

k
k

D

G
GTr

Q
D

D  

Hence, the stages of the proposed method are presented as follows: 

Algorithm (2-DQNM). 

Step 1. Choose an initial guess 0x  and ,0 ID   let .0:k  

Step 2. Compute  .kxF  If   1kxF  stop, where .10 4
1

  

Step 3. If 0:k  define  .0
1

001 xFDxx


  Else if 1:k  set kk s  

and kk y  and go to 5. 

Step 4. If 2k  compute 01,   and  via (9), (10) and (13), respectively 

and find k  and k  using (11) and (12), respectively. If 

22
410 kkk

T
k    set kk s  and .kk y  

Else retains the k  and k  computed using (11) and (12), 
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Step 5. Let  kkkk xFDxx
1

1


   and update 1kD  as define by (14) 

Step 6. Check if 12
k  

if yes retain 1kD  that is computed by step 5. Else set, kk DD 1  

Step 7. Set 1:  kk  and go to 2. 

3. Numerical Results 

In this section, the performance of 2-DQNM has been illustrated, when 

compared with MFDN method proposed by Leong et al. [12], 2-MFDN 

presented by Waziri et al. [16], Broyden Method (BM) and Newton’s method 

(NM) respectively. The codes are written in MATLAB 7.0 with a double 

precision computer, the stopping criterion used is: 

  .10 4 kk xF  (15) 

The identity matrix has been chosen as an initial approximate Jacobian. Six 

(8) different dimensions are performed on the benchmark problems ranging 

from 50 to 500000. The codes also terminates whenever one of the following 

happens; 

(i) The number of iteration is at least 600 but no point of kx  that satisfies 

(15) is obtained; 

(ii) CPU time in second reaches 600, 

(iii) Insufficient memory to initial the run. 

The performance of these methods will be compared in terms of number 

of iterations and CPU time in seconds. We present all the results using 

performance profiles indices in terms of robustness, efficiency and combined 

robustness and efficiency as proposed in [4]. In the following, some details on 

the benchmarks test problems are presented. 

Problem 1. Trigonometric System of Byeong [11] : 

    nixxf ii ,,2,11cos    and   87.0,,87.0,87.00 x  
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Problem 2 [16]: 

                ,,,2,111exp11cosln
1212

nixxxxxxf TT
ii 


 

and  .5.2,,5.2,5.20 x  

Problem 3. Spares System of Byeong [5] : 

  11  iii xxxf  

  1,,2,1,11  nixxxf nn   and  .5.0,,5.0,5.00 x  

Problem 4 [16]: 

   
 

   1log3exp

2

2

3cos
3

2

2









ii

ii
ii

xx

xx
xnxf  

ni ,,2,1   and  3,,3,3,30  x  

Problem 5 [14]: 

  11 xxf   

  nixxxf iii ,,3,2,1cos 1    and  .5.0,,5.0,5.00 x  

 

Figure 1. Efficiency Profile of NM, BM, MFDN, 2-MFDN and 2-QDNM 

methods as the dimensions increase (in term of CPU time). 
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Figure 2. Combined Efficiency and Robustness profile of NM, BM, MFDN, 2-

MFDN and 2-DQNM methods as the dimensions increase (in term of CPU 

time). 

 

Figure 3. Efficiency profile of MFDN, 2-MFDN and 2-DQNM methods as the 

Dimension > 1000 (in term of CPU time). 

From Figures 1 and 2, it is clear that 2-DQNM method outperform the 

other four methods in terms of CPU time in seconds. However, the efficiency 

and combined efficiency and Robustness indices demonstrate that, as the 
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dimensions of the systems increase say 300,000, 2-DQNM method still 

maintains the best indices. To present the improvement of our approach over 

2-MFDN method as dimensions increase, Figure 3 illustrates that 2-DQNM 

method is the best. Note that, the efficiency of 2-DQNM method is 26% more 

than that of MFDN method. 

In addition, it is worth mentioning that, 2-DQNM method has improved 

the numerical outcomes of the 2-MFDN method and still keeping memory 

requirement and CPU time in seconds to only linear order. 

4. Conclusions 

This paper presents a new diagonal quasi-Newton update for solving 

large-scale system of nonlinear equations (2-DQNM). The method employs a 

two-step 3-points scheme to update the Jacobian approximation into a 

nonsingular diagonal matrix and uses identity matrix as the weighted matrix 

in each iterations, unlike the Waziri et al. [16] that required to compute and 

store the diagonal matrix in every iterations. The anticipation behind this 

approach is to reduce the computational burdens, storage requirement and 

floating points operations of constructing the interpolation curves. Hence, 

from the numerical results reported, we can conclude that, 2-DQNM is very 

encouraging compared to NM, BM, MFDN and 2-MFDN methods in handling 

large-scale systems of nonlinear equations. 
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